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Abstract ;

generation, storage, and retrieval of three-dimensional digital information of cultural heritage,

Computer-aided optical digitization technique appears to be a powerful tool for the

and therefore leading to a new generation of technology for digital preservation. In this paper, an
efficient approach was presented for generating photorealistic three-dimensional image and model
of movable cultural heritage. A dedicated color optical digitizer was also presented based on a
strategy of modified fringe projection profilometry. The approach provided an efficient way to
digitize and reconstruct photorealistic three-dimensional images and digital models of movable
cultural heritage. Experiment results using bronze wares with thin-wall shape structures and
complicated topologies as well as color attributes were given to demonstrate the feasibility of
proposed method for digital preservation.

Key words: Fringe projection profilometry; Photorealistic three-dimensional imaging; Computer-

aided optical metrology; Movable cultural heritage; Texture blending

0 Introduction

Cultural heritage is the legacy of physical
artifacts and intangible attributes of a group or
society that are inherited from past generations,
maintained in the present and bestowed for benefit
movable cultural

of future generations. The

heritage is usually referred to as a class of artifacts
such as bronze ware, pottery, stoneware, gold and
silver ware, painting and other historical artworks
as well. The deliberate act of keeping cultural
heritage from the present for the future is known
as Preservation or Conservation. Cultural heritage

is unique and irreplaceable, which places the
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responsibility of preservation on the current

generation. Digital preservation is the set of
processes, activities and management of digital
information over time to ensure its long term
accessibility. In terms of digital imaging and
electronic resources, preservation is no longer just
the product of a program but an ongoing process.
In this regard the way digital information is stored
Digital

preservation is defined as: long-term, error-free

is important in ensuring its longevity.

storage of digital information, with means for
retrieval and interpretation, for the entire time
span the information is required’’. In recent
years, an emerging field referred to as optics for
art, architecture, and archeology has appeared,
aiming to introduce modern information technology
to the field of cultural heritage!**'. In particular,
optical Three-Dimensional (3D) imaging technique
has shown a great potential for generating high
accurate and high resolution digital model of

61 A number of efforts have been made

artifacts"
to virtual heritage where 3D optical imaging has

served as a powerful tool for digitizing the

artworks and virtual reality has also been
incorporated for generating augmented
showcase!™ . Even though optical digitization

techniques appear to be very promising to create
3D digital content of artifacts, it still remains a
challenge for a large number of artifacts to be
digitized. Among movable cultural heritage,
bronze ware is one of typical examples hard to be
digitized because of complicated geometric
structures, topologies, and color distributions.
Many of bronze wares have thin-wall shape
structures and large sizes, resulting in difficulties
for currently available optical imaging and
digitization techniques.

In this paper, we report a new approach to
generate photorealistic 3D models of movable
cultural heritage by using a specifically designed
optical digitizer. The rest of this paper is organized
as follows. Section 2 briefly introduces the
digitization of a

digitizer.  The
dedicated optical digitizer utilizes two cameras, one
is Black-and-White (BW) and the other is a color

digital camera. Both camera components of optical

principle of optical color

specifically  designed optical

sensor work together with a Digital Micromirror
Device (DMD) projector component, leading to a
Modified Fringe Projection Profilometry (m-FPP)

for range image and color image acquisition of

artifacts. Omnce calibrated, the colored range
images around the test object can be obtained with
high geometric accuracy and acquired color images
can be aligned with associated range images
precisely. Furthermore, Section 3 discusses the
techniques of alignment and fusion of multiple of
range images as well as geometric representation of
3D point cloud of range images acquired by colored
optical 3D digitizer. Section 4 suggests an efficient
method for texture mapping and texture blending
in order to a photorealistic 3D model of cultural
heritage. The experimental verifications using two
kinds of bronze wares are presented in Section 5,
showing the feasibility of proposed approach.
Finally., the Section 6 concludes major points in

our current study.

1 Principle of colored optical 3D digitizer

The principle of colored optical digitizer
specifically designed her is based on m-FPPM!I,
systems of dedicated

digitizer is shown in Fig. 1 where the DMD

The coordinate optical
projector providing structural illuminations works
with a B/W camera as Raw Camera (RC), to form
a FPP scheme in order to acquire the range images.
Another digital color camera as Texture Camera
(TC), are attached to this m-FPP sensor head and
used to capture associated color images of the art
artifacts. For optical sensor, the DMD projector
and BW camera together with texture camera TC
result in m-FPP for creating partial range images
as well as associated color images of artifacts to be
digitized. The optical sensor can be formulated as
When the DMD is
departing from a point m, on the DMD chip

follows. working, rays

DMD projector
O,  coordinate system
~
Rslstsl Yp Zp /Yp
= —
RC camera TC camera
- Ryt — coordinate system
coordinate system 0

Xie
Yre Z[.C
RRC >tRC R t
TC*TC
Z
1“ Yy
X,
o8 XXz
World coordinate Xpe(reyrezrc)
system Xpe(XreVreZre)

Fig.1 Coordinate systems of dedicated optical colored
3D digitizer
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plane pass through the projector lens and then
irradiate the point X, just like an imaging inverse

processt ',

Furthermore, the exact coordinates of
m, can be determined with the help of the camera.
First,

orthogonal sets of frequency-varying and phase-

the projector sequentially projects two

shifting sinusoidal fringe patterns onto the object
and then the camera acquires those {ringe patterns
modulated by the object surface.

Using the phase-shifting and temporal phase

15]

unwrapping technique''™ , one is able to accurately
calculate the dual absolute phase maps in two
orthogonal directions. For B/W camera, the
absolute phase maps are denoted by ¢! and ¢!,
respectively and for projector by ¢! and ¢
accordingly. If m, is an image point of X, the
absolute  phase values of X must be
(@!(m.),@:(m.)). By searching the phase maps
for the projector retina plane, if there exists a
point m, satisfying the following conditions

(ofi(ml,):(pfc‘(mc) (D

o, (m,) =@ (m,)
The point m, must be the homologous point of m,.
Points pairs m.«<>m, correspond to the same object
point X, thus the projector can be modeled as an
‘inverse camera’, just by changing the subscript ¢
into p. For each node sensor, the B/W camera and the
projector are fixed with each other so that the structure
parameters R, , t, can be introduced to represent the
rigid transformation between the B/W camera and the
projector, which are defined by Eq. (2)

R, :R[)Rl;Cl
tqa=t, _RpRI;(‘,] tre

Up to now we can model optical sensor with a

(2)

principle of phase-aided active stereo as following
equations:
Xre =Rre X, +tre

SR(";l,RC = Kgc [I ‘ 0:|XRC
mgc :m/R(‘ +6Ckre ;m’r«‘) 3

~

Sp mp :Kp I:Rsl | tsl ]XR(‘
m,=m,+6(k,;m,)

where « denotes homogeneous coordinate, mye the
ideal non-distortion image point on the B/W
camera, Kic the intrinsic parameters matrix of B/
W camera, Rgc the rotation matrix, &ge the
translation vector, sgc a scale factor and & (kges * )
the lens distortion parameterized by the distortion
coefficients kgec. Once the intrinsic and extrinsic
parameters Kpcs Rres fres Sres kgre are determined

from a procedure of optical sensor calibration, the

range image X, can be accurately reconstructed
from the combination of Eq. (2) and Eq. (3). The
readers who are interested in the -calibration

procedure of 3D optical digitizer can find details in
16]

another recent publication
The natural appearance (color attribute) of
real object can be captured by TC component of

dedicated

illumination condition.

optical  digitizer =~ with  controlled
Since the photos taken
follow the law of the perspective, if we know the
camera parameters through the system calibration,
we can determine if (and where) a point on the
object surface is mapped within the overlapped
regions or inside the image boundaries. An
efficient way to compute those pixel-to-surface
correspondences is by rendering the 3D model
( range images ) with the same projection
parameters of the given photo. In this way, the
range image ( depth map ) can be used to
discriminate whether or not a point on the surface
that projects inside the color image is visible or
whether it is occluded by other geometry. In this
way, it is possible to safely assign a pixel color,
taken form that photo, to a point onto the surface.
Digital color camera and B/W camera are also fixed
with each other so that the rigid transformation
between digital color camera component and B/W
camera component of optical sensor head can also
be expressed in following equations

JXRC:RRCXW_._tRC

Ste ® m’/l‘(‘,:K’[‘(‘, [Rsz tsZ]XR(‘, 4

lmTC :m’Tc +6 (ke ;mLfC )
where

R, =R;cRg¢

{tsz =l _R'I‘(‘,RI\T(] Ire

(5)

2 Alignment and fusion of multiple
colored-range-images

Once the configuration shown in Fig. 1 is
calibrated, it can be used to acquire the range
images and associated color images of 3D artifacts
in a real scene. Furthermore it is able to safely
assign a pixel color, taken form that photo, to a
point onto the surface so that the texture mapping
can be achieved. The acquisition of multiple range
images and associated color images is required in
order to cover the entire object surface. For the k™
viewpoint (k=1,2,+-,K) the color image can be
captured directly with the TC. Suppose that K
numbers of range images and associated color

images have been acquired from K viewpoints, we
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therefore obtain a set of range images { Xy (x5 v,
2),k=1,2,--,K} and associated color images {I,
(R.G,B),k=1,2,

and their associated color images have been aligned

-+, K}. As the range images

using the method described in Section 2, the
correspondence between {Xgc., (xsy,2).k=1,2,
««,K} and {I,(R,G,B),k=1,2,++,K} is now
established accurately. Based on these data sets we
are able to start building a colored geometric model
of 3D objects in a real scene.

In order to get a complete model it needs to
align partial range images obtained from different
viewpoints in the world coordinate system, this
registration process can be mathematically
described as follows

le :RR(‘,l XRL‘,I JFtRLtl
- ka :RIQL‘kXI<(7k+tI€(Tk (k=1,++,K) (6)

Xw,, =Rgc,, Xre,, +t RC,,
where X denotes range image points in 3D space
and the subscript RC indicates the coordinate
system of B/W camera. Rgc, and tgc, represent the
transformations from RC coordinate system to
world coordinate system for k" viewpoint. In our
approach, the initial transformations of local range
images into global coordinate system are

Then the

coarse registration with initial estimate of sensor

determined by the calibration process.

poses is further refined by a procedure of an
Iterative Closest Point algorithm (ICP)M™7. It is
worth to point out that the registered 3D image
contains redundant data within the overlapped
region. Therefore a further integration procedure
is required to remove the redundancy and to obtain
a complete and non-redundant data point-cloud.
There are different approaches to integrate multiple
range data sets, with no clearly superior approach so
far. A key issue is how to manage the fusion of data in
overlapped region. In our approach the integration of
multiple range images has been accomplished by a

stitching-based technique™®.

3 Geometric representation of 3D
colored point cloud

The conversion of integrated multiple colored

range-images into a mesh model can be

symbolically described as follows
(X (xsy,23R,G,B) )} >M{V,(x,y,2;
R.G.B)} G=1,-,N) (7)

where M stands for a mesh model that is consisted

of a complete and non-redundant point cloud and

connectivity representing the topology of the
model. The vertices V; of point cloud comes from
data set of range images, and each vertex is
associated with a given color with Red-Green-Blue

(RGB)

images.

format coming from associated color
In our approach we apply a triangular
mesh to build up a geometric model from the point-
cloud. This model consists of a number of triangle
facets, which are denoted by A;{V,,;,V,;,V,;[j=1,
-+M}. Each triangle facet A; is composed of three
adjacent vertices and its orientation defined by
normal vector n. Geometric model of object can
therefore be described as

M{A;{Vl,evz,’vv.%;Hﬂ]} (jzl,"'M) (8)

On the hand, the

between each vertex and its color in input image
has been established so that Eq. (8) can be

other correspondence

rewritten as
J Vlj(Rl,Gl,Bl),I l
M< ARV, (R, ,Gy,By) s ¢+ m; (G=1,--M) (9
1 IV:S,(R;MG;;»BQ {
It will be seen later that this geometric and color
representation particularly fit into the algorithm of

texture blending or stitching.

4 Texture stitching and photorealistic
model generation

Because of the variation of environmental

lighting and inaccuracy of geometric model

reconstruction, the incoherence exists within the
overlapped region and in the borders when more

than one texture images taken from different

viewpoints are mapped onto the same triangle

facet. Those color discontinuities or will lead to

visual incoherence. Therefore, the colored vertices
within the overlapped regions and in the image-to-
image borders should be blended or stitched in

order to remove the incoherence or color

discontinuities in textured 3D model. Various

approaches have been proposed for selecting most
correct color which has to be applied to each part

of 3D geometric model. Several approaches were

[19-20]

suggested for texture blending . Some of them

averaged the colors of texture image pixels

projected from sample points of range image within
others utilized

the overlapped region whereas

bilinear interpolation technique to smooth color

variation across the edges of texture triangle
patches.
In our recent approach, we suggested a
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composite-weight blending function to compute
texture color, The basic idea behind this
approach was to create a composite-weighted
blending function that operates in texture image
space, capable of mixing data from various texture
images by weighting them with respect to the
quality of each contribution. With this composite-
weight function we were able to determine the
colors of geometric triangle facets, resulting in a
blended texture triangle patch.

Unlike those methods reported in previous
literatures, in this paper, we are focusing on a
more general framework for texture stitching and
address two issues with respect to color mappings
from photographic data sets. By exploiting the
benefit of per-vertex color encoding we present
alternative texture stitching method by introducing
a two-step approach; 1) creating texture mosaic
onto the range images using a strategy of Markov

Random Field ( MRF) and 2)

stitching textured fragments based on a simple and

optimization,

straightforward method to remove the residue
incoherence or color discontinuities in final color
textured 3D model.

4.1 Creation of texture mosaic on 3D model

The core problems are to detect those pixels in
each texture photo which sample the object
surface, and identify which the coordinates of the
sampled surface points (range image points) those
pixels belong to. As mentioned earlier, it is
possible to assign a pixel color, taken form that
photo, to a point onto the surface. However, the
real problem arises when the same surface point
(range image point) can take the color from many
different pixels since there is more than one
candidate available in this case. Obviously it is not
suitable to simply choose the color from a single
texture image, ignoring the other values. That is
because not all sampled colors yield the same
degree of the quality. Since each pixel in the source
texture images has a specific quality, it is therefore
necessary to take into account this quality when
stitching the texture patches.

We use the range image as a starting point
because some discontinuities on the photo are more
easily detectable when looking at the 3D geometric
model (or range images). We need to consider how
much each pixel in the source texture images will
contribute the final color of 3D point it maps on.
Various metrics can be applied to evaluate the
quality of source texture images. Since we have not

only the source color images but also a faithful

geometric representation of the object, we can
effectively use this information to perform a higher
quality evaluation. Each metric can take into
account a different characteristic of the source
texture image. Using all the redundancy contained
in the data set of source images, we are able to
obtain a high quality color mapping. Since the
color blending function relies on redundancy to
determine the most correct color to apply, a good
level of overlapping is essential to overcome the
color discrepancies due to the illumination changes
or color biasing between different texture images.
A better error evaluation can be done regarding the
color coherence. Every time we evaluate a blending
function for a 3D point we sample the contributing
input images to retrieve the source colors and then
we compute the correct color as weighted mean.
The difference between the sampled color and the
final color is a measure of how much the source
image was coherent with the other neighbors. We
can determine, for each texture image, how severe
this incoherence is by keeping track of all those
mapping errors. If we detect that error value is
above a threshold, it is possible to mark that
texture image as discordant. In this case, it is also
possible to provide a correction for problematic
texture image. Recently Lempitsky and Ivanov

proposed alternative approach for texture

stitching®. The attractive thing of this approach
is that it starts by back projecting original views
onto the obtained object surface. A texture is
formed by mosaicking from these back-projections,
whereas the quality of mosaic is maximized within
the process of Markov Random Field energy
optimization. Finally the residual seams between
mosaic components are removed via seam leveling
procedure. However, the geometric shape of the
object were obtained by using a strategy so called
shape-from-silhouette cues instead of using 3D
digitizing. In our approach here, we move forward
along this direction, but build high quality 3D
geometric models with our dedicated optical
digitizer. In addition, we make use of a simpler
scheme to correct color discontinuities in order to
reduce the algorithm complexity. We formulate the
issue of texture mosaic following Lempitsky and
Ivanov's framework and notation system.

Consider a 3D model mesh with facets F,,F,,
«+,Fr, and set of texture fragments V', V?, «+,
VY, each corresponding to one of the initial views.

Then the texture mosaic is defined by a labeling
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vector M = {m s ms. s *=*s my ) € {0 === N}¥,
prescribing to texture the facet F; from the
fragment V™. Obviously, not all fragments
containing a facet are equally suitable for texturing
it. It is assume that the quality of the facet F; in
the fragment V’is defined by the cost value w!,
which is smaller with better quality. If part of the
facet does not fit into the fragment then the w! is
set to c©, For other fragments, the cost values can
be computed with different strategies. Thus w!
may be computed based on the angle between the
local viewing direction and the face normal, giving
preference to the less oblique back-projections. A
number of approaches chose the fragment for each

which

corresponds to the labeling vector M= {m; | m; =

facet based on such quality measure,

argmin,w’ }. However, it should be noted that
such “best fragments” approach to mosaic does not
take into account the visibility of the seams when
two adjacent faces are textured from different

Therefore

proposed to minimize the visibilities of such seams

fragments. Lempitsky and Ivanov
simultaneously with the maximization of fragment
quality, thus measuring the fragment quality of
each possible mosaic M with a two-termed energy:

E(M)=E,(M) +AEs(M) (10)

Here the first term is the energy term
corresponding to the quality of the fragments,
while the

distinguishable capability of the seams. Assume

second term corresponds to the
that two adjacent facets F; and F; share an edge
E; . the visibility of a seam between F; and F; is
measured by the integral difference of the colors of
this edge in corresponding fragments:

w!i" = [ d(Pr, (X),Pr, (X))dX (1)
E i J

Here Pr,,,Jis a projection operator for the view
m, and d ( +, * ) is some metric for colors or
intensities ( for example, Euclidean distance in
RGB color space can be used for that purpose).
Naturally, if Pr,, (X):Pr,,,J (X) then w"i equals
zero. In this case, texturing from the same
fragment does not produce seams. If N denotes a
set of pairs of adjacent facets, then the second

term in Eq. (11) can be written as

Es(Mh= > wii™ 12
(i} EN
and the overall energy Eq. (10) can be written as
K
EM=>wli+ 2wl (13
i=1 iy eN

The functional similar to Eq. (13) is common
in computer vision, as they are associated with

probability distributions of pair wise MRF. In our

approach, the MRF 1is mesh-based, its nodes
correspond to mesh facets, and node interactions
are defined by facets adjacency. The minimization
of Eq. (13) can be achieved by using three state-
of-the art Belief
Propagation (BP), g-expansion Graph Cut, and

techniques:  max-product
convergent tree reweighted message passing. The
optimized mosaics give textures, which are visually
superior to the “best fragment” approach. MRF
mosaicking decreases the distinguishable ability of
seams significantly. However, in the presence of
photometric differences between original images it
can make the seams completely unnoticeable.
Therefore the remaining intensity discontinuities
require further processing. In an approach™”, the
authors proposed a so called seam leveling
procedure to perform the post processing of the
texture mosaicking. In our approach here, we
propose alternative approach to remove the residue
intensity discontinuities in order to reduce the
algorithm complexity of seam leveling.
4.2 Removal of residue seams and other incoherence
Here we describe how to remove the residue
incoherence or color discontinuities in final color
textured 3D model of real object. A number of
gradient-domain methods for seamless stitching,
which avoids intensity blending, were proposed for
planar images. Recently, Lempitsky and Ivanov
present a new method referred to as seam leveling
for an adaptation of those method to the problem
of fragment combination of on arbitrary manifold,
e. g. meshes. However, this technique must first
formulate a piecewise continuous function f on an
arbitrary smooth orientated manifold where seam is
a submanifold of codimension formed by the
discontinuity points, then define a piecewise
continuous seam leveling function g with same
discontinuity as f. This approach tried to find out
g through solving an optimization problem of
variation so that the sum f -+ g is an everywhere
function on

continuous underlying manifold.

Mathematically, this approach is a beautiful
formulation to the problem of seamless stitching.
However, it would be tedious and troublesome in
terms of numerical implementation and practical
applications. In this section, we propose a simpler
and more straightforward method for removing the
residue seams and other incoherence.

To achieve seamsless stitching, we take into
account another procedure to remove the remaining
To do this, the

boundary triangles should first be detected in the

seams and other artifacts.
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boundaries of fragments on the mesh model. A
boundary triangle is defined when three vertices of
underlying triangle are textured from different
views (e. g. texturing from two or three images).
Without loss of generality, we assume that a
boundary triangle A; being composed of three
vertices V,, V,, V. are textured from three input
images I, ,I,,I., then a resample step is performed to
get the sample points p;, which can be written as
p.=aV,+pV,+ V., (14)
where « + 8+ y = 1, the sample points p; is
represented by three weighted vertices on the mesh
model. By using the perspective projection it is
easily to determine the texture coordinates of p; in
a straightforward way. Furthermore, we assume

that the colors of vertices on associated input image

are denoted by v,,v,,v,., and the color of a sample
point on the texture map is denoted by C,. Thus.
C, can be written as

C,=av,+Bv,Trv. (15)

This projective operation is traversed over the
entire textured mesh model, then overall colored
sample points on the texture map are obtained in
this way and they are saved into a data bank for
later processing. The textured triangle facets are
composed of colored vertices taken from the data
bank and they are packed into the texture images,
which will be used to generate a photorealistic 3D
model by back projection. The key of this seams
removal method is to handle those triangles
adjoining adjacent fragments on the mesh model
and textured triangles within the overlapped

regions on the texture image.

S Experiment verifications for

cultural heritage digitization

A prototype of 3D color optical digitizer
developed in our laboratory used in the experiment

is shown in Fig. 2. This dedicated optical digitizer

Fig. 2 Experiment setup for digitizing movable

cultural heritage

is based on m-FPP, which is composed of a digital
color camera (The Imaging Source DFK-41AF02
with 1394 interface and 1 280 X 960 resolution), a
B/W camera (The Imaging Source DMK-41BF02
with 1 394 interface and 1 280 X 960 resolution),
and a DMD projector (LG HX300G-JE with 1 024
X 768 resolution) as basic units.

Once optical digitizer is calibrated, the m-FPP
sensor can be used to acquire the range images and
and the mapping

mesh model and

associated color images,
relationship between the
associated texture images has been established in a
precise way. Therefore it is possible to back
project the associated texture images onto the mesh
model (rendering in terms of computer graphics)
accurately to produce textured fragments. Two
kinds of bronze wares are taken as example
artifacts to verify our approach.

The first experiment was performed by taking
a bronze ware Ding as exemplary artifact of
movable cultural heritage to verify our approach.
The Ding with thin-wall shape structure not only
has complicated geometric shape and topology, but
also unique color attribute. A photorealistic 3D
image or model should correctly reflect these
characteristics of the artifact. The length-width-
height of Ding are with 292 mm, 221 mm, and
377 mm, respectively. In the experiment the Ding
was placed on an optical table as show in Fig. 2,
and its range images and associated color images
were acquired from 44 views by fixing optical
digitizer while changing the poses of the Ding with
respect to optical digitizer. Then the multi-view
colored range images were registered and
integrated to form a complete and colored 3D mesh
model using the method discussed in Section 3.
Fig. 3 (a) shows the photo of this bronze ware,
(b) and (c¢) show partial range images with color
from two different viewpoints, (d) shows
registered range images of this bronze ware, (e)
the reconstructed 3D model, and (f) the color
textured 3D model obtained by our approach,
which is a combination of the MRF mosaic and
residue seams removal. From experiment results
shown in Fig. 3 we can see that the proposed
approach is able to generate a photorealistic model
of movable cultural heritage, like Ding used in this
demonstration.

The second experiment was to perform with
another kind of bronze wares, Jue, which has
totally different geometric shape, topology and

color attribute. The height and maximum diameter
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(a) Photo

" Y
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(d) Registered images

(e) 3D model (f) Photorealistic model

Fig. 3 Experimental verification of our approach using Ding
are 197 mm and 60 mm, respectively. During the
acquisition, 32 views were captured by altering the
poses of the object, and multi-view partial range
images were then registered and integrated into a
complete model. Fig. 4(a) shows the photo of this
bronze ware, (b) and (c¢) show partial range
images with color from two different viewpoints,
(d) shows registered range images of this bronze
ware, (e) the reconstructed 3D model, and (f) the
color textured 3D model obtained by our approach.
Again, this experiment verifies the feasibility of

proposed approach.

|

(a) Photo

(d) Registered images (e) 3D model

(f) Photorealistic model

Fig. 4 Experimental verification of our approach using Jue
Both experiments show that the proposed
approach is feasible to create photorealistic models

of cultural heritage. The calibration technique

[16]

described in our recent paper guaranteed that

the views were

accurately registered with

geometric model and back-projected onto surface in

a precise way. Once these prerequisite conditions
are satisfied, we are able to generate a high quality
and high resolution photorealistic 3D model of real
artifacts with our proposed approach. Fig. 5 and
Fig. 6 present the observations from different view
angles of reconstructed photorealistic model of

Ding and Jue, respectively.

o
"

Fig. 5 Observations of texture model of Ding with 4

different viewing angles

Y r
A Y

Fig. 6 Observations of texture model of Jue with 4

different viewing angles
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6 Conclusion

In conclusion, we have verified that a

computer-aided optical digitizer can be used to
3D models
cultural heritage. This dedicated optical digitizer is

acquire photorealistic of movable
able to complete the whole process from colored
range image acquisition to photorealistic 3D model
we have suggested a

creation, In particular,

texture stitching technique that combines two
steps: creation of texture mosaic on 3D model with
MRF optimization and removal of residue seams
and other incoherence. Two kinds of bronze wares
have been taken as example artifacts to verify the
feasibility our proposed approach. It should also be
pointed out that the geometric models obtained by
3D optical digitizer possess much higher quality
than by shape-from-silhouette. We believe that our
approach should be useful for the generation,
storage, and retrieval of 3D digital information of
cultural heritage in the field of digital preservation.
More other

artifacts such as pottery and porcelain are ongoing

experimental verifications using

and will be reported in the near future.
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